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We have incorporated into the NEURON simulation
environment parameter estimation by maximizing the
log-likelihood function. For linear models, we use an
optimal Bayesian filter, the Kalman filter [1], to compute
the log-likelihood. For non-linear models, likelihood
cannot be computed exactly and we have explored sev-
eral approximate Bayesian filters including an extended
Kalman filter [1] and a particle filter [1].
Bayesian filtering iteratively implements two steps for

each data point: prediction and update. The first step
uses the model to predict the state of the cell at the
next time data is collected. The second step updates the
prediction based on the new data point. Even when the
model is deterministic, both the “predicted state” and
the “updated state” are actually joint distributions for all
components of state, even hidden components that are
not measured. To give a deterministic model a probabil-
istic structure, we add Gaussian white noise to one or
more of its states. The update step implements Bayes
Rule to force the model to better follow the data. Bayes
rule selects the optimal tradeoff between measurement
noise and process noise. It is assumed by the method
that it is actually the noise that forces the model; the
log-likelihoods of the required noise are tallied. A gra-
phical interface allows the user to obtain an intuitive
understanding of how the standard deviations of the
state estimates propagate and are modified by Bayes rule
forcing the model to follow the data.
The likelihood can be used to generate 95% confi-

dence regions for the parameters using the chi-squared
statistic [2]. We test the validity of this construction
using simulated data where 95% of the confidence
regions drawn should cover the true values of the para-
meters. We similarly test the validity of our confidence

regions under the often inevitable situation that the
model being fitted has been misspecified.
Finally we compare the log-likelihood objective func-

tion with the square norm objective function in terms
of location of minima and the efficiency of search meth-
ods such as Praxis in finding the minima when starting
from reasonable parameter values that are not close to
their true value.
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